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Predicting Student Success in Online Learning Environment Using 

Machine Learning 

 

Abstract: 

Recent years have witnessed an increased interest in online 

education, both massive open online courses (MOOCs) and small 

private online courses (SPOCs). This significant interest in online 

education has raised many challenges related to student engagement, 

performance, and retention assessments. With the increased demands 

and challenges in online education, several researchers have 

investigated ways to predict student outcomes, such as performance 

and dropout in online courses. This project presents a comprehensive 

review of state-of-the-art studies that examine online learners’ data to 

predict their outcomes using machine and deep learning techniques. 

The contribution of this study is to identify and categorize the 

features of online courses used for learners’ outcome prediction, 

determine the prediction outputs, determine the strategies and feature 

extraction methodologies used to predict the outcomes, describe the 

metrics used for evaluation, provide a taxonomy to analyze 

relatedstudies, and provide a summary of the challenges and 

limitations in the field. 

 

Keywords:Massive open online course (MOOCs), Small 

PrivateOnline Course(SPOCs), IoT based industries, 
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1.INTRODUCTION 

Online education has revolutionized the way people learn and has 

made education more accessible and affordable to numerous people 

worldwide. Despite the advantages and increased interest in online 

and distance learning, educational institutions are becoming 

increasingly concerned about students’ performance and retention 

rates, particularly low certification/graduation and 

dropout/completion rates. Failing or dropping out of an online course 

or program is often considered a key parameter by institutional 

authorities for assessing program/course quality and allocating 

resources. Dropout and low certification rates can also pose a 

potential risk to an institution’s reputation, profit, and funding. These 

outcomes also have significant consequences for a student’s self-

esteem, well-being, employment, and chances of graduating. As a 

result, finding more efficient approaches to forecasting students’ 

performance as early as possible is critical forinstitutions, students, 

and educators to take proactive steps towardimproving students’ 

online learning experiences and establishing intervention strategies 

that target students’ needs. With the increased interest in online 

education and the large amount of data produced by learners through 

their interactions with online platforms, researchers  

 

 

 

 

 

 

 

 

 

have proposed methods to analyse learners’ behavioural data to 

predict and improve educational outcomes. Learning analytics (LA), 

more commonly known as educational data mining (EDM), the task 

ofimproving students’ online learning experiences and establishing 

intervention strategies that target students’ needs. With the increased 

interest in online education and the large amount of data produced by 

learners through their interactions with online platforms, researchers 

have proposed methods to analyse learners’ behavioural data to 

predict and improve educational outcomes. Learning analytics (LA), 

more commonly known as educational data mining (EDM), the task 

of analysing and finding patterns in learners’ data for decision-

making purposes, has attracted many researchers in recent years. 

Learning analytic tools enable institutions to gain an understanding of 

their students’ status, actions and preferences individually, and in 

relation to their peers and the targeted educational objective. This 

allows the tailoring of material for individual students based on the 

projected outcomes and preferred learning styles. In online education, 

LA systems assess students’ learning behaviour by utilizing extensive 

data collection of learners’ data, including student enrolment 

information, past and current academic records, students’ online 

behaviour, student surveys via questionnaires concerning courses and 

teaching techniques, and data from online discussion forums. 

Scholars have also examined various learning-behaviour attributes to 

predict learning outcomes, such as learners’ performance and 

retention. To predict and analyse students’ outcomes in online 

courses, researchers have examined several machine learning models, 

including support vector machines (SVMs), linear regression (LR), 

random forest (RF), and deep learning models such as convolutional 

neural networks (CNNs) and long short-term memory 

(LSTM).Recent years have witnessed an increased interest in online 

education, both massive open online courses (MOOCs) and small 

private online courses (SPOCs). This significant interest in online 

education has raised many challenges related to student engagement, 

performance, and retention assessments. With the increased demands 

and challenges in online education, several researchers have 

investigated ways to predict student outcomes, such as performance 

and dropout in online courses. This paper presents a comprehensive 

review of state-of-the-art studies that examine online learners’ data to 

predict their outcomes using machine and deep learning techniques. 

The contribution of this study is to identify and categorize the 

features of online courses used for learners’ outcome prediction, 

determine the prediction outputs, determine the strategies and feature 

extraction methodologies used to predict the outcomes, describe the 

metrics used for evaluation, provide a taxonomy to analyse related 

studies, and provide a summary of the challenges and limitations in 

the field. 
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Two machine-learning procedures have been investigated in some 

detail usi!Jg the game of checkers. Enough work has been done to 

verify the fact that a computer can be programmed so that it will 

learn to play better game of checkers than can be played by the 

person who wrote the program. Furthermore, it can learn to do this in 

a remarkably short period of time (8 or 10 hours of machine-playing 

time) when given only the rules of the game, a sense of direction, and 

a redundant and incomplete list of parameters which are thought to 

have something to do with the game, but whose correct signs and 

relative weights are unknown and unspecified. The principles of 

machine learning verified by these 'experiments are, of course, 

applicable to many other situations. 

 

[2] “Machine learning”  

Today, all institutions and companies are accelerating the use of AI 

technologies in their businesses to achieve a clear vision and quality 

results. The education sector is one of the sectors where AI can be 

used because of big data. In this work we created a machine-based 

learning model to predict a student's educational performance. The 

developed model relied on the student's previous data and 

performance in the last stage of the school. The model showed a very 

accurate accuracy rate that can be adopted. 

 

[3] "Use of machine learning techniques for educational 

proposes:  a decision  support  system  for forecasting  students’  

grades."  

The computer programming course has always been considered a 

difficult course to get started, especially the teaching quality of 

computer programming courses in higher vocational schools is 

relatively poor, which has been a problem and challenge for schools 

and teachers. This paper designs a teaching evaluation method of 

computer programming course in higher vocational colleges based on 

big data. Firstly, the paper analyses the application of big data in the 

computer programming course of higher vocational college, and 

confirms the promoting effect of big data on the teaching of computer 

programming course of higher vocational college. Based on the 

evaluation results, the author puts forward some strategies to improve 

the teaching quality. The research results provide valuable reference 

for the teaching of computer programming courses and the 

application of big data in higher vocational schools. 

 

[4] "Preventing  student  dropout  in  distance  learning using 

machine  learning techniques."   

Student dropout occurs quite often in universities providing distance 

education. The scope of this research is to study whether the usage of 

machine learning techniques can be useful in dealing with this 

problem. Subsequently, an attempt was made to identifying the most 

appropriate learning algorithm for the prediction of students’ dropout. 

A number of experiments have taken place with data provided by the 

‘informatics’ course of the Hellenic Open University and a quite 

interesting conclusion is that the Naive Bayes algorithm can be 

successfully used. A prototype web based support tool, which can 

automatically recognize students with high probability of dropout, 

has been constructed by implementing this algorithm. 

 

[5] “An  empirical  study  of  three  machine learning methods for 

spam filtering”  

The increasing volumes of unsolicited bulk e-mail (also known as 

spam) are bringing more annoyance for most Internet users. Using a 

classifier based on a specific machine-learning technique to 

automatically filter out spam e-mail has drawn many researchers’ 

attention. This paper is a comparative study the performance of three 

commonly used machine learning methods in spam filtering. On the 

other hand, we try to integrate two spam filtering methods to obtain 

better performance. A set of systematic experiments has been 

conducted with these methods which are applied to different parts of 

an e-mail. Experiments show that using the header only can achieve 

satisfactory performance, and the idea of integrating disparate 

methods is a promising way to fight spam. 

 

  

[6]"Mining Moodle data to detect the inactive and low-

performance students during the Moodle course" 

In web-based learning systems such as massive open online course 

(MOOC) and modular object-oriented developmental learning 

environment (Moodle), monitoring the student's activities as well as 

predict the low-performance students is an important task because it 

enables the instructors to award the students when their activities 

level drops from normal activities levels as well as having lower 

grades. We used several machine learning (ML) classification and 

clustering techniques to extract the pattern from student data during 

completing the Moodle course; which enables the instructor to detect 

the low-performance student in advance before the examination. The 

experimental result shows that the fuzzy unordered rule induction 

algorithm (FURIA) classification technique achieves high accuracy 

in detecting inactive students as well as predicts the different 

categories of the student during the Moodle course. The K-means 

clustering is also able to group the inactive and active users and 

poorly performed users. The result demonstrates that our proposed 

system will be easily integrated to Moodle system to send alert to 

inactive and low- performance students while completing the course 

and build efficient education environment for the students. 

 

[7] Introduction to Machine Learning   

The goal of machine learning is to program computers to use 

example data or past experience to solve a given problem. Many 

successful applications of machine learning exist already, including 

systems that analyze past sales data to predict customer behavior, 

optimize robot behavior so that a task can be completed using 

minimum resources, and extract knowledge from bioinformatics data. 

The second edition of Introduction to Machine Learning is a 

comprehensive textbook on the subject, covering a broad array of 

topics not usually included in introductory machine learning texts. In 

order to present a unified treatment of machine learning problems 

and solutions, it discusses many methods from different fields, 

including statistics, pattern recognition, neural networks, artificial 

intelligence, signal processing, control, and data mining. All learning 

algorithms are explained so that the student can easily move from the 

equations in the book to a computer program. The text covers such 

topics as supervised learning, Bayesian decision theory, parametric 

methods, multivariate methods, multilayer perceptrons, local models, 

hidden Markov models, assessing and comparing classification 

algorithms, and reinforcement learning. New to the second edition 

are chapters on kernel machines, graphical models, and Bayesian 

estimation; expanded coverage of statistical tests in a chapter on 

design and analysis of machine learning experiments; case studies 

available on the Web (with downloadable results for instructors); and 

many additional exercises. All chapters have been revised and 

updated. Introduction to Machine Learning can be used by advanced 

undergraduates and graduate students who have completed courses in 

computer programming, probability, calculus, and linear algebra. It 

will also be of interest to engineers in the field who are concerned 

with the application of machine learning methods. 

 

[8]“SPOC-MFLP: A multi-feature learning prediction model for 

SPOC students using machine learning” 

Learning analysis is one of the most important applications of 

machine learning. Many studies have proposed solutions to learning 

performance prediction using online learning data. Unlike the 

previous studies, this paper analyses online learning environment and 

formalizes the problem of online learning prediction. Based on the 

formalization, a multi-feature based learning prediction model for 

SPOC is proposed, called SPOC-MFLP, which generalizes the 

prediction problem of SPOC learning including objective, 

constraints, system and algorithms. The proposed SPOC-MFLP could 

be extended for MOOC and other online learning forms. Principle 

components analysis is adopted to discover the correlations of 

students ‘online multi features, and linear regression and deep neural 

network are used to predict the learning performance. The predicted 

results include specific scores or segmented grades of the final exam 
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of SPOC, as well as students ‘future specialized courses. 

Experimental data are collected from a SPOC in Huzhou University 

for two years and the experimental results reveal that the proposed 

SPOC-MFLP performs well. 

 

[9] "Predicting student achievement based on temporal learning 

behaviour in MOOCs" 

With the development of data mining technology, educational data 

mining (EDM) has gained increasing amounts of attention. Research 

on massive open online courses (MOOCs) is an important area of 

EDM. Previous studies found that assignment-related behaviours in 

MOOCs (such as the completed number of assignments) can affect 

student achievement. However, these methods cannot fully reflect 

students’ learning processes and affect the accuracy of prediction. In 

the present paper, we consider the temporal learning behaviours of 

students to propose a student achievement prediction method for 

MOOCs. First, a multi-layer long short-term memory (LSTM) neural 

network is employed to reflect students’ learning processes. Second, 

a discriminative sequential pattern (DSP) mining-based pattern 

adapter is proposed to obtain the behaviour patterns of students and 

enhance the significance of critical information. Third, a framework 

is constructed with an attention mechanism that includes data pre-

processing, pattern adaptation, and the LSTM neural network to 

predict student achievement. In the experiments, we collect data from 

a C programming course from the year 2012 and extract assignment-

related features. The experimental results reveal that this method 

achieves an accuracy rate of 91% and a recall of 94%. 

 

[10] “A semi-supervised regression algorithm for grade 

prediction of students in distance learning courses” 

Applying data mining methods in the educational field has gained a 

lot of attention among researchers in recent years. Educational Data 

Mining has turned into an effective tool for uncovering hidden 

relationships in educational data and predicting students’ learning 

outcomes. Several supervised methods have been successfully 

applied with the purpose of identifying students at risk of failing or of 

predicting their academic performance. Recently, the implementation 

of Semi-Supervised Learning (SSL) methods in the educational 

process indicated their superiority over the supervised ones. SSL is an 

emerging subfield of machine learning seeking to effectively exploit 

a small pool of labeled examples together with a large pool of 

unlabelled ones. On this basis, a small number of students’ data from 

previous years may be used as the training set of a learning model to 

predict future outcomes of current students. A number of rewarding 

studies deal with the implementation of classification methods in the 

educational field in contrast to regression, which is deemed to be a 

slightly touched task. In this paper, a novel semi-supervised 

regression (SSR) algorithm is presented for predicting the final grade 

of undergraduate students in a distance online course. To the best of 

our knowledge there is no study dealing with the implementation of 

SSR methods in the educational field. A plethora of attributes related 

to students’ characteristics, academic performance and interaction 

within the course online platform form the training set, while several 

experiments were carried out confirming the superiority of the 

proposed algorithm over familiar regression methods. The 

experiment results show that the predictive performance of the 

proposed algorithm is increasing significantly over time, achieving a 

MAE value of less than 1.2358 before the middle of the academic 

year, which provides the advantage of early warnings and 

interventions. 

 

3. PROPOSED METHODOLOGY 

In this proposed system, we are employing OULAD dataset to predict 

grade and score using various machine learning algorithms like 

Random Forest and gradient boosting. Each algorithm performance is 

evaluated using accuracy, precision, recall and FSCORE. 

Random Forest classifier is used to predict grade and Random Forest 

Regressor is used to predict score. Similarly Gradient Boosting 

classifier to predict Grade and Gradient Boosting Regressor to predict 

score. Regressor algorithm performance is evaluated using RMSE 

(root mean square error). RMSE refers to difference between true 

value and predicted value so the lower the difference the better is the 

value.  

 

Advantages: 

1. High Accuracy 

2. Takes less time 

3. Early Identifications of struggling students. 

4. Improved retention rates. 

Applications: 

1. Higher Education – Universities can use it to track student 

progress in online courses. 

2. E-learning Platforms – EdTech companies like Coursera, 

Udemy, and Khan Academy can integrate it for personalized 

recommendations. 

3. Corporate Training – Helps businesses monitor employee 

learning progress. 

 

4. EXPERIMENTAL ANALYSIS 

   

Fig. 1.Application Interface 

In above screen click on ‘Upload OULAD Online Student Dataset’ 

button to upload dataset and get below page 

 

Fig.2.Uploading OULAD dataset 

In above screen selecting and uploading OULAD dataset and then 

click on ‘Open’ button to load dataset and get below page 
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   Fig.3.Grades Graph 

In above screen dataset loaded and can see dataset contains both non-

numeric and numeric values and by using processing technique will 

convert non-numeric to numeric values and in graph x-axis represents 

Grade and y-axis represents number of records found in that grade 

and now close above graph and then click on ‘Pre-process Dataset’ 

button to get below output 

 

Fig.4.Running Random Forest 

In above screen can see all values are converted to numeric format 

and then can see train and test data size and now click on ‘Run 

Random Forest’ algorithm button to get below output 

 

  Fig.5.Random Forest Accuracy 

In above screen can see Random Forest accuracy as 96% and RMSE 

as 10% and can see other metrics like precision, recall and FCSORE. 

Now click on ‘Run Gradient Boosting’ button to train boosting and 

get below output 

 

 Fig.6. Random Forest and Gradient Boosting 

In above screen gradient boosting accuracy is 92% and RMSE is 12% 

and now click on ‘Comparison Graph’ button to get below graph 

 

Fig.7.Comparison Graph 

In above graph x-axis represents algorithm names and y-axis 

represents accuracy and other metrics in different colour bars and in 

both algorithm Random Forest got high accuracy and less RMSE. 

Now click on ‘Predict Grade & Score’ button to upload test data and 

get below output 

 

Fig.8.Uploading Test Data 

In above screen selecting and uploading test data and then click on 

‘Open’ button to get below prediction output 
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 Fig.9.Predicting Grade and Score 

In above screen in square bracket we can see Test data values and 

then in next two lines can see Predicted score and predicted Grade. 

5. CONCLUSION 

With the emergence of MOOCs and the expansion of online 

education in recent years, the prediction of learners’ outcomes in 

online environments has attracted considerable attention. The spread 

of COVID-19 has also aided the growth of SPOCs, blended 

education, and an interest in monitoring student engagement and 

performance. Therefore, this study reviewed current strategies for 

predicting online-student outcomes in MOOCs and SPOCs. It 

summarized the predictive variables, online learning platforms, 

feature extraction, selection techniques, evaluation metrics, and the 

predictive models employed in this area. It also provided a thorough 

analysis and taxonomy for related research. Throughout our analysis, 

we found that most studies in the field utilized statistical features 

such as the number of downloaded materials and duration of video 

watching in a given time period. A small number of studies examined 

statistical temporal and raw temporal features in predicting learner 

outcomes. Studies conducted on benchmark datasets showed that 

statistical temporal features provide better results than raw features. 

Thus, further investigation of temporal features will provide a 

valuable understanding of users’ learning progress and, eventually, 

their learner outcomes. Most temporally based LSTM or GRU 

models learners’ time-series features. Further investigation of other 

recent sequence-based models, such as the attention-based model, is 

required. Studies using one-hot encoding to represent raw features 

and different representation techniques for raw features are worth 

investigating. Different machine-learning and deep-learning models 

have been used to predict learners’ outcomes. RF and ANN are 

among the most effective machine learning models’ performance and 

dropout prediction, whereas the sequence-based model provides the 

best performance on the publicly available dropout dataset. Further 

investigation of deep-learning models is recommended to predict 

student performance. 
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